Abstract—The phase vocoder (PV) is a widely spread technique for processing audio signals. It employs a short-time Fourier transform (STFT) analysis-modify-synthesis loop and is typically used for time-scaling of signals by means of using different time steps for STFT analysis and synthesis. The main challenge of PV for that purpose is the correction of the STFT phase. In this paper, we introduce a novel method for phase correction based on phase gradient estimation and its integration. The method does not require explicit peak picking and tracking nor does it require detection of transients and their separate treatment. Yet, the method does not suffer from the typical phase vocoder artifacts even for extreme time stretching factors.

I. INTRODUCTION

The term phase vocoder was coined by Flanagan and Golden [1] but the now classical form of PV employing STFT analysis and synthesis using different analysis and synthesis steps for the purposes of time-scaling was introduced later by Portnoff [2, Sec. 6.4.4]. The way how the phase is corrected in the classical PV is based on the linear phase progression of a sinusoid with constant frequency. Each frequency channel is treated as a separate sinusoid whose phase is computed by accumulating the estimate of its instantaneous frequency and thus preserving the horizontal phase coherence [3]. Obviously, such an approach cannot cope well with time-varying sinusoidal signals and non-sinusoidal signals. A modification of PV was proposed by Laroche and Dolson [4], [5]. This improved PV involves spectral peak picking, tracking and “locking” the phase of the frequency bins belonging to a sinusoid to the phase of the peak (scaled phase locking). The phase locking enforces vertical phase coherence within the region of influence of the peak. Although the phase-locked PV is able to handle signals consisting of sinusoids with time-varying frequencies, it still fails for percussive sounds and transient events in general. A review of the phase vocoder, its history and alternative approaches to time and frequency scale modifications of audio signals can be found in [6], [7], [8].

Time scaling using phase vocoder techniques is known to produce specific artifacts such as transient smearing, “echo” and “loss of presence” collectively referred to as phasiness [4]. The artifacts are generally attributed to the loss of vertical phase coherence. Transient smearing compensation has been addressed by several authors. The most common approach is performing a phase reset or phase locking at transients [9], [10], [11]. Other approaches involve disabling the time-scaling at transients [12], or rely on using different window lengths for harmonic and transient parts [13], [14]. All approaches mentioned rely on correct transient detection. The preservation of vertical phase coherence is considered to be important for the quality of time-scaled voiced speech signals. It has been reported that not preserving the relative phase shift between the fundamental and the partials is perceived as unnatural. Several specialized methods for time-stretching of monophonic voice signals were proposed [15], [16]. Historically, time scaling techniques which preserve relative phase shift between the partials are called shape preserving [17]. To avoid dealing with phase altogether, a magnitude-only reconstruction has been considered [18]. Although efficient and real-time algorithms have recently been proposed, e.g. [19], [20], they do not perform favorably for large stretching factors. This is due to the magnitude not complying with the new synthesis step.

In this paper, we propose a novel method for phase correction in the PV, relying on both partial derivatives of the STFT phase and their integration. The phase derivatives are estimated using centered finite differences and the integration is performed through real-time phase gradient heap integration algorithm (RTPGHI) [19], an extension of the PGHI algorithm [21], originally proposed for magnitude-only reconstruction. The algorithm automatically enforces horizontal and vertical phase coherence even for broadband, non-sinusoidal components. No explicit peak picking or transient detection is required.

II. CLASSICAL PV REVISITED

In this section, we recall the essential formulas connected to PV and explain the role of the partial STFT phase derivative in the time direction. We further show with a straightforward example, that the poor performance of the classical PV for non-sinusoidal components can be attributed to neglecting the frequency direction partial phase derivative.

Given a discrete time signal \( f \) which is nonzero on the interval \( 0, \ldots, L - 1 \), a real-valued analysis window \( g_a \) centered around the origin and the analysis time step \( a \), the discrete STFT is given by

\[
c(m, n) = \sum_{l \in \mathbb{Z}} f(l + na_a) g_a(l) e^{-i2\pi ml/M}
\]

for \( m = 0, \ldots, M - 1 \), \( M \) being the FFT length, and \( n = 0, \ldots, N - 1 \), where \( N = L/a_a \) is the number of STFT frames. Setting \( M = L \) results in the full frequency resolution, but, typically, it is chosen such that \( M \ll L \). We define the analysis frequency step as

\[
b_a = \frac{L}{M}.
\]
The magnitude $s$ and phase $\phi_a$ components of the STFT can be separated by
\begin{align}
s(m, n) &= |c(m, n)|, \\
\phi_a(m, n) &= \arg(c(m, n)).
\end{align}
(3)
(4)

The time scaling factor will be defined as
\begin{equation}
\alpha = \frac{a_s}{a_a},
\end{equation}
(5)
where $a_s$ denotes the synthesis time step. The length of the output signal is therefore equal to $\alpha L$ and the synthesis frequency step to
\begin{equation}
b_s = \alpha b_a.
\end{equation}
(6)

The synthesis phase is constructed by the recursive phase propagation (integration) formula [5]
\begin{equation}
\phi_s(m, n) = \phi_a(m, n - 1) + a_s (\Delta_t \phi_a)(m, n),
\end{equation}
(7)
where $\Delta_t$ performs differentiation of the analysis phase $\phi_a$ (see Section III for details), or alternatively, by employing the trapezoidal integration rule, by
\begin{equation}
\phi_s(m, n) = \phi_a(m, n - 1) + \\
+ \frac{a_s}{2} ((\Delta_t \phi_a)(m, n - 1) + (\Delta_t \phi_a)(m, n)).
\end{equation}
(8)

The time-scaled signal $\tilde{f}$ is reconstructed using
\begin{equation}
\tilde{f}(l) = \sum_{n=0}^{N-1} \tilde{f}_n(l - na_s) \quad \text{for } l = 0, \ldots, \alpha L - 1 \quad \text{with}
\end{equation}
(9)
\begin{equation}
\tilde{f}_n(l) = g_a(l) \sum_{m=0}^{M-1} s(m, n)e^{i\phi_a(m, n)}e^{j2\pi ml/M} \quad \text{and with}
\end{equation}
(10)
\begin{equation}
g_a(l) = \frac{1}{M} \sum_{n \in \mathbb{Z}} g_a(l - na_s)^2
\end{equation}
(11)
being the synthesis window $g_a$. To summarize, the classical PV performs differentiation and back integration of the phase in the time direction for all frequency bins.

Formula (1) can be interpreted as a sampling of the continuous STFT which is by itself a two-dimensional function of time and frequency. Therefore, $(\Delta_t \phi_a)$ can be interpreted as an approximation of the partial derivative of the phase in time. The complete phase gradient however involves also the partial derivative in frequency whose approximation will further be denoted as $(\Delta_f \phi_a)$. This second gradient component is completely disregarded in the classical PV, which introduces significant inaccuracies except for pure, stationary sinusoids. For the latter, $(\Delta_f \phi_a)$ indeed equals zero. The example in Figures 1A–1C shows plots of a spectrogram of a sum of a pure sinusoid, an exponential chirp and an impulse and of the partial derivatives of the phase. In particular, Figure 1C shows that, for the chirp and pulse components, $(\Delta_f \phi_a)$ unsurprisingly has non-negligible values.

(Figure 1A) Spectrogram of a sum of a pure sinusoid, an exponential chirp and an impulse. The values are in dB.

(Figure 1B) Scaled time phase derivative $\frac{\Delta_f}{2\pi} (\Delta_t \phi_a)$ (instantaneous frequency). $f_s$ stands for the sampling rate and the values are in Hertz.

(Figure 1C) Scaled abs. value of the frequency phase derivative $\frac{10^2 L}{2\pi f_s} |(\Delta_f \phi_a)|$ (abs. val. of the local group delay). Note that $(\Delta_f \phi_a)$ is zero for the pure sinusoid. The values are in milliseconds.

III. Full Phase Gradient Estimation And Integration

In this section, we present formulas for estimating partial derivatives of the STFT phase $(\Delta_t \phi_a)$ and $(\Delta_f \phi_a)$ and present an adaptive integration algorithm which takes them both into account to produce an adjusted synthesis phase $\phi_s$ to be used in (10).

The formulas exploit the well known phase unwrapping procedure which involves taking the principal argument of an angle. We adopt the notation from [22] and define the principal argument as
\begin{equation}
[x]_{2\pi} = x - 2\pi \left[ \frac{x}{2\pi} \right],
\end{equation}
(12)
where $[\cdot]$ denotes rounding towards the closest integer.

The well known phase differentiation in the time direction (involving conversion to heterodyned [5] phase difference and
back) can be written as
\[
(\Delta_t \text{back} \phi_a) (m, n) = \frac{1}{a_u} \left[ \phi_a(m, n) - \phi_a(m, n - 1) - \frac{2\pi m a_u}{M} \right] 2\pi + \frac{2\pi m}{M},
\]
which is a modified backward difference scheme. The forward difference scheme can be written similarly
\[
(\Delta_t \text{fwd} \phi_a) (m, n) = \frac{1}{a_u} \left[ \phi_a(m, n + 1) - \phi_a(m, n) - \frac{2\pi m a_u}{M} \right] 2\pi + \frac{2\pi m}{M},
\]
and the centered difference is simply an average of the two
\[
(\Delta_t \text{cent} \phi_a) (m, n) = \frac{1}{2} \left( (\Delta_t \text{back} \phi_a) (m, n) + (\Delta_t \text{fwd} \phi_a) (m, n) \right).
\]

Any of the schemes can be used in place of $\Delta_t \phi_a$. In our experience $\Delta_t \text{cent}$ is the most suitable. Similarly, the differentiation in the frequency direction can be performed using the backward scheme
\[
(\Delta_f \text{back} \phi_a) (m, n) = \frac{1}{b_u} \left[ \phi_a(m, n) - \phi_a(m - 1, n) \right] 2\pi,
\]
the forward scheme
\[
(\Delta_f \text{fwd} \phi_a) (m, n) = \frac{1}{b_u} \left[ \phi_a(m, n + 1) - \phi_a(m, n) \right] 2\pi,
\]
or the centered scheme
\[
(\Delta_f \text{cent} \phi_a) (m, n) = \frac{1}{2} \left( (\Delta_f \text{back} \phi_a) (m, n) + (\Delta_f \text{fwd} \phi_a) (m, n) \right).
\]

Having the means for estimating the phase partial derivatives, the RTPGHI algorithm [19] can be invoked with few modifications. In its essence, the method proceeds by processing one frame at a time computing the synthesis phase of the current $n$-th frame $\phi_a(\cdot, n)$. It requires storing the already computed phase $\phi_a(\cdot, n - 1)$ and the time derivative $(\Delta_t \phi_a)(\cdot, n - 1)$ of the previous $(n-1)$-th frame and further, it requires access to the coefficients of the previous, current and one “future” frame ($c(\cdot, n - 1)$, $c(\cdot, n)$ and $c(\cdot, n + 1)$) assuming the centered differentiation scheme (15) is used for computing $(\Delta_t \phi_a)(\cdot, n)$. Before the algorithm starts $(\Delta_t \phi_a)(m, n)$ and $(\Delta_f \phi_a)(m, n)$ are computed for all $m$ and current $n$. The algorithm starts by selecting the frequency bin $m_h$ of the coefficient with the highest magnitude from the previous $(n-1)$-th frame and propagates the phase along the time direction to the current frame using (8) such that $\phi_a(m_h, n)$ is obtained. Up to this point, the procedure is equivalent with the classical PV. The way how the phase of the remaining coefficients is obtained is different since the phase can now be propagated also in the frequency direction from the already computed phase in the current frame. The phase propagation direction is decided on-the-fly according to the magnitude of the coefficients.

The steps of the algorithm are summarized in Alg. 1. Note that the algorithm employs trapezoidal integration rule for the phase propagation on lines 10, 17 and 22. Line 10 implements (8), but the integration is also performed in the vertical (frequency) direction (lines 17, 22) employing the frequency phase derivative estimate $(\Delta_f \phi_a)$. The phase for each frequency bin is however computed only once. Which equation is used is decided adaptively according to the magnitude $s$ with the help of the $\max heap$ [23]. The max heap is a dynamic data structure that always places coordinates $(m, n)$ of the coefficient with the highest magnitude on top. It is populated by the coordinates of the coefficients with already known phase which are possible candidates from which the phase can be propagated further. At the beginning of the algorithm, all frequency bins from the previous frame with significant magnitude are inserted into the heap (line 5). In the first iteration, the only possible phase propagation direction...
The results with the following algorithms and software: 10 (\(\rightarrow\)) signals. The orientation of the arrow identifies the line in the procedure is repeated with another frequency bin from the previous frame, or the extracted top of the heap belongs to the frequency direction to both neighboring frequency bins on lines 17 and 22. Both neighbors are then inserted into the heap and in the next step, the integration continues with extracting the new heap top and spreading the phase further.

Fig. 2 shows examples of how the phase is spread for several signals. The orientation of the arrow identifies the line in the algorithm as follows: 10 (\(\rightarrow\)), 17 (\(\uparrow\)) and 22(\(\downarrow\)).

**IV. EVALUATION**

This section is devoted to the testing and evaluation of the proposed PV. We present the STFT setting used and summarize results of a listening test.

In the evaluation of the proposed PV we used a 4092 samples long Hann window, set the number of frequency channels to \(M = 8192\) and fixed the synthesis time step to \(a_s = 1024\), changing \(a_s\) according to (5) rounded to the closest integer. All sound excerpts were sampled at 44.1 kHz. The tolerance in Algorithm 1 was set to \(tol = 10^{-6}\). We compared the results with the following algorithms and software:

- Classical PV (PV) using the same setting as the proposed algorithm.
- élastique PRO (EL) [24] (accessed through the Sonic API http://www.sonicapi.com with the help of a script from the TSM toolbox [25]).
- IRCAM Lab TS 1.0.11 (IR) [26] (demo version) with the quality set to high, polyphonic setting and enabled transient preservation.
- melodyne4 4.1.0 (ME) [27] (trial version) with the universal algorithm.

It is worth mentioning that both IR and ME offer additional modes specialized to specific types of audio signals (voice, percussions, etc.). We have intentionally used the most universal options.

The listening tests were performed for \(\alpha = \{1.5, 2\}\) using a web interface [28]. In the tests, we used the proposed algorithm as the reference and asked subjects to rate presented sound examples on the relative comparison category rating (CCR) scale [29] ([3 Much better, 2 Better, 1 Slightly better, 0 About the same, −1 Slightly worse, −2 Worse, −3 Much worse]). Each time, 5 sound examples were rated; 4 for the algorithms and software mentioned above and 1 was a hidden reference in the fashion of the MUSHRA test [30] (similar tests were performed in [22]). A total number of 8 subjects with background in acoustics participated in the test. Two subjects were removed from the evaluation because they regularly failed to identify the hidden reference. Table I is a list of excerpts used and Table II shows the average CCR for the individual sound excerpts. As expected, the classical PV (PV) was consistently rated worse than the proposed method.

For \(\alpha = 1.5\), EL and IR were rated close to the proposed method, with the exception of Latino and DrumSolo for EL which were slightly worse mainly due to poorer transient preservation. ME was rated slightly worse consistently.

For \(\alpha = 2\), both EL and ME were rated worse than the proposed method consistently. For IR, complex mixes PeterGabriel and EddieRabbit were rated slightly better than the proposed algorithm. We suspect that this is mainly due to the active transient preservation in IR, which results in a shorter attack time of the transients. On the other hand, the female voice in Musetta is slightly more “phasy” than the proposed method, which could be a reason for why it was rated slightly worse.

All sound examples are available at http://ltfat.github.io/notes/050.

**V. CONCLUSION**

We presented a novel method for adjusting phase in PV used for time-scaling of audio signals. The method is simple in the sense that it works automatically and it does not require analyzing the signal content. The listening test shows that it is
Table II: Comparison mean opinion score for sound examples

<table>
<thead>
<tr>
<th></th>
<th>α = 2</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PV</td>
<td>EL</td>
<td>ME</td>
<td>IR</td>
<td>PV</td>
<td>EL</td>
<td>ME</td>
<td>IR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CastViolin</td>
<td>−2.7</td>
<td>−0.4</td>
<td>−0.8</td>
<td>−0.3</td>
<td>−2.3</td>
<td>0.3</td>
<td>−1.0</td>
<td>−0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DrumSolo</td>
<td>−2.9</td>
<td>−2.0</td>
<td>−2.7</td>
<td>0.5</td>
<td>−2.8</td>
<td>−0.8</td>
<td>−0.6</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latino</td>
<td>−1.4</td>
<td>−1.3</td>
<td>−0.3</td>
<td>0.3</td>
<td>−1.7</td>
<td>−0.9</td>
<td>−1.5</td>
<td>−0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Musetta</td>
<td>−1.6</td>
<td>−1.0</td>
<td>−2.1</td>
<td>−0.8</td>
<td>−1.1</td>
<td>0.2</td>
<td>−0.3</td>
<td>−0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>−1.3</td>
<td>−1.8</td>
<td>−1.1</td>
<td>−0.7</td>
<td>−1.3</td>
<td>−0.6</td>
<td>−0.7</td>
<td>−0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PeterGabriel</td>
<td>−1.1</td>
<td>−1.8</td>
<td>−1.2</td>
<td>0.9</td>
<td>−2.0</td>
<td>−0.5</td>
<td>−1.1</td>
<td>−0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EddieRabbit</td>
<td>−0.7</td>
<td>−2.0</td>
<td>−1.4</td>
<td>1.3</td>
<td>−2.2</td>
<td>−0.2</td>
<td>−0.8</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Avg.</strong></td>
<td>−1.7</td>
<td>−1.5</td>
<td>−1.4</td>
<td>0.2</td>
<td>−2.1</td>
<td>−0.3</td>
<td>−0.9</td>
<td>−0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

competitive with state-of-the-art time-stretching in commercial software solutions.

While the proposed method does preserve transients without the necessity of detecting them, it also stretches them together with the rest of the signal. If true transient preservation, or rather transient sharpening is desired, their detection and special treatment seems to be unavoidable. The transient processing method by Röbel [10] is a suitable candidate for such task as it uses already computed \((\Delta \phi_0)\) for transient detection.

Unfortunately, the current implementation of the proposed method is not optimal for voiced monophonic speech signals. We expect that this is due to the possible phase shift between the fundamental and the partials. Specialized PV variants (e.g. Moinet and Dutoid [16]) provide perceptually better results. Therefore, in the future, we plan to enhance the proposed PV with the shape-preserving property. Moreover, an extension of PGHI to more general filter banks has been proposed in [31]. The design of a phase vocoder employing a filter bank with variable time-frequency resolution could provide an interesting starting point for further developments.
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